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ABSTRACT
Due to the widespread usage of electronic devices and the
growing popularity of social media, a lot of text data is being
generated at the rate never seen before. It is not possible for
humans to read all data generated and find what is being dis-
cussed in his field of interest. Topic modeling is a technique to
identify the topics present in a large set of text documents. In this
paper, we have discussed the widely used techniques and tools
for topic modeling. There has been a lot of research on topic
modeling in English, but there is not much progress in the
resource-scarce languages like Hindi despite Hindi being spoken
by millions of people across the world. In this paper, we have
discussed the challenges faced in developing topic models for
Hindi. We have applied Latent Semantic Indexing (LSI), Non-
negative Matrix Factorization (NMF), and Latent Dirichlet
Allocation (LDA) algorithms for topic modeling in Hindi. The out-
comes of the topic model algorithms are usually difficult to
interpret for the common user. We have used various visualiza-
tion techniques to represent the outcomes of topic modeling in a
meaningful way. Then we have used the metrics like perplexity
and coherence to evaluate the topic models. The results of Topic
modeling in Hindi seem to be promising and comparable to
some results reported in the literature on English datasets.

Introduction

Introduction of mobile technology and social media has helped the use of the
Internet in a way never seen before. The number of Internet users increased
from 745 million in 2004 to 4388 million in 20191, in a span of just 15 years. The
growth of the Internet is not limited to increase in the number of users only; the
growth of user-created contents on the Internet is much higher as users are
spending more time on the Internet. The Internet, being the most democratic
medium of communication, allows users to publish their contents anytime, to
express their opinions on any topic. However, it is almost impossible for an
individual human to read all the documents of his/her interest. This created the
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need for techniques and tools to analyze the collection of documents/opinions
and produce a summarized result about the theme of the document collections.
Also, if the summary of the results could be displayed in some visual form, it will
make things much easier for the users. Topic modeling is one such unsupervised
learning technique that helps users to analyze and understand the themes hidden
inside unlabeled text documents. As shown in Figure 1, topic modeling assumes
that a document consists of several hidden topics. Though the topic modeling
cannot understand the meaning of the words and concepts in a text, it leverages
the context around the words to capture the hidden concepts in the document
collections and produces the hidden topics in the documents with certain
probabilities assigned to terms in each document. Thus, topic modeling can be
considered as a clustering problem where the number of topics, like the number
of clusters, is a hyperparameter. The difference between the two is that topic
modeling group words instead of numeric features. Also, if required, the results
produced by topic modeling techniques can be presented in visual forms, such as
word clouds or inter topic distancemap, to provide a better understanding of the
texts in the document collection.

Due to its ability to organize a collection of documents into clusters of topics,
topic modeling has been applied in several areas. Zhang et al. (Zhang et al. 2017)
used topic modeling approach to develop a healthcare recommender system
named iDoctor to provide personalized and professionalized guidelines for users
to choose medical services. It is a well-known fact that the effects of drugs vary
from person to person depending upon the variations in human genes. Wu et al.
(Wu et al. 2012) used topic modeling to rank candidate gene-drug relations from

Figure 1. Topic modeling.
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MEDLINE abstracts of pharmacogenomics literature. Green and Cross (Greene
and Cross 2015) used topic modeling algorithm to analyze the European
Parliament plenary from the period 1999–2014. They analyzed the speech
contents in the plenary using dynamic topic modeling method based on two
layers of matrix factorization. They observed that the political agenda of the
European Parliament has evolved significantly over time, is impacted upon by
the committee structure of the Parliament and reacts to exogenous events. Topic
modeling can help in recommending interesting articles to researchers by
offering articles related to area of their research. This will save efforts and time
of researchers in finding articles by keyword search through search engines. The
problem with searching through search engines is that its output depends on the
right formulation of the search query. The way for researchers to find articles is
through citations from other articles. By using citations from other articles, the
researchers may be at risk of missing some more important articles just because
the authors of the original article did not cite them (Musto et al. 2015). Topic
modeling has also been used in modeling the evolution of topics in software
repositories (Thomas et al. 2011) and mining concepts from software codes
(Linstead et al. 2007; Gethers and Poshyvanyk 2010).

Hindi is the fourth most spoken language in the world. Hindi, a language
based on the famous Paninian grammar, is known for its syntactic richness.
Nevertheless, research and development in the field of topicmodeling inHindi is
almost non-existent. At the time of writing this article, a google search of “Hindi
Topic Modeling” did not return any article related to research on Hindi topic
modeling though there were some researches on applications of multilanguage
topic models for machine translation (Kanojia et al. 2015; Kanojia et al. 2016).
Therefore, to the best of our knowledge, this work is the first research work on
topic modeling on Hindi texts. The aim of this article is to introduce the new
researchers to the methods and tools of Topic Modeling in general and to Hindi
topic modeling. We have also introduced the visualization techniques and
evaluation metric. This will help in creating an easy platform to boost the
research in Hindi Topic modeling.

The rest of the article is organized as follow: Section 2 provides a brief
description of the three major topic modeling algorithms namely, Latent
Semantic Indexing (LSI), Non-negative Matrix Factorization (NMF), and
Latent Dirichlet Allocation (LDA). Section 3 discusses the challenges posed by
the inherent constraints of the Hindi language and lack of computational
linguistic resources for Hindi. Section 4 introduces some popular but easy to
use topic modeling tools and programming language library helpful in imple-
menting topic modeling algorithms discussed in section 2 in addition to other
related topic models. Section 5 describes the tasks and subtasks in topic model-
ing in Hindi that includes data collection, preparation, tokenization, topic
modeling and producing outputs. Section 6 discusses the results, visualization
of results for better interpretation and metrics for evaluation of the topic
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modeling algorithms. Finally, section 7 discusses the conclusion and future
scopes.

Introduction to Topic Modeling Algorithms

Since the first topic model was proposed in late 1990s, it has received a lot of
attention and generated widespread interest among researchers in many
research fields. In this section, we will discuss three of the most widely
used topic modeling algorithms. There are several variations of these topic
modeling algorithms which are essentially based on the major algorithms
discussed in this paper. Due to constraints of space, we are providing only a
brief introduction of the three major algorithms. More details on these topic
modeling algorithms, variational models and their applications can be found
in (Alghamdi and Alfalqi 2015).

Latent Semantic Analysis (LSA)

Latent Semantic Analysis, also referred as Latent Semantic Indexing (LSI), is
a knowledge representation technique that creates a vector-based presentation
of the content of a text (Dumais et al. 1988; (Thomas, Foltz, and Laham 1998).
The underlying idea behind LSA is that the aggregate of all the word contexts in
which a given word does and does not appear provides a set of mutual con-
straints that largely determines the similarity of meaning of words and sets of
words to each other. LSA does not require any human constructed dictionary,
grammar, parser or any other tool. Its input is only the raw text files. Each
document in the corpus is represented as a word count vector of lengthWwhere
W is the number of words in the corpus dictionary. The dictionary is usually
created using the corpus itself. Thus, the corpus can be represented by a matrix,
called document-term matrix, of dimension D × W where D is the number of
documents in the corpus. Each cell of the matrix contains the TF-IDF score of
the word in the corresponding document. Then LSA uses Singular Value
Decomposition (SVD) on the matrix to map documents and terms to a vector
space of reduced dimensionality (equal to the number of desired topics), the
latent semantic space (Deerwester et al. 1990). This reduced latent semantic
space is further used to find similar words and documents by using techniques
such as cosine similarity method. LSAmodel has been used to replicate semantic
categorical clustering of words found in certain neuropsychological (Laham
1997), sentence comprehension (Kintsch 1998), selection of reviewers for a
paper (Dumais and Nielsen 1992) and research article recommendation (Foltz
and Dumais 1992). Demonstration of some of the applications of LSA can be
seen on the website2.
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Probabilistic Latent Semantic Analysis (PLSA)/ Non-negative Matrix
Factorization (NMF)

Introduced by Thomas Hofmann in 1999, PLSA is a topicmodelingmethod that
improves LSA (Hofmann 1999). While LSA is based on linear algebra, the PLSA
model uses a more principled approach that is based on a mixture decomposi-
tion derived from a latent class model called aspect model (Hofmann, Puzicha,
and Jordan 1999). In this model, each document is considered an unordered set
of words. This model associates the topics with the document-word pairs.
However, the words and documents in the document collection are assumed
to be conditionally independent for a topic. The likelihood estimation and
model fitting are done with the help of Expectation Maximization algorithm
(Dempster, Laird, and Rubin 1977). It identifies and distinguishes different
contexts of words without referring to a dictionary. PLSA allows disambiguating
words and detecting similarities by grouping words sharing common contexts.
Another way to present PLSA is as a matrix factorization approach. Then linear
algebra-based algorithms are used to factorize high-dimensional sparse docu-
ment term matrices into low-dimensional matrixes with non-negative coeffi-
cients. PLSA algorithm has been used in auto-annotation of images (Monay and
Gatica-Perez 2004) and object categorization (Sivic et al. 2005).

Latent Dirichlet Allocation (LDA)

In order to overcome the issues with PLSA, such as overfitting, a fully generative
Bayesian model was proposed in 2003 by Blei et al. (Blei, Ng, and Jordan 2003).
This model is one of the most widely unsupervised machine learning frame-
works for topic modeling. LDA is an unsupervised learning-based model, it
means that LDA does not require any previous training data with training labels.
LDA model takes a set of documents and the desired number of topics as the
input parameters. This model assumes that each document is a multinomial
distribution of topics and each topic is a multinomial distribution of words. So,
for a given corpus of documents, LDAmodel chooses amultinomial distribution
ϕt for a topic t (t ∈ {1 …, T, T is the number of desired topics}) from a Dirichlet
distribution with parameter β. It also chooses another multinomial distribution
θd for document d (d ∈ {1 …, M, M is the number of documents in the corpus})
from a Dirichlet distribution with parameter α. Several methods have been
proposed for better estimation of the parameters of the LDA model; Gibbs
sampling (Griffiths and Steyvers 2004), expectation propagation (Minka and
John 2002), being some of them. Then, LDA produces the desired number of
topics with each topic being a list of words with their probability distributions.
By looking at the list of the words, a human can make some guess about the
context of the topic. Similarly, by analyzing the probability distribution of the
topics of two or more documents, we can compute the similarity between the
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two or more documents. This is the reason that the LDA topic models have been
used in wide variety of text mining applications such as research citations
(Nallapati et al. 2008), role discovery in social networks (McCallum, Wang,
and Corrada-Emmanuel 2007), automatic essay grading (Kakkonen,Myller, and
Sutinen 2006). One of the limitations of LDA is that it requires a pre-defined
number of topics (K). If K is too small, then the topics are more general in
nature, and if K is too large, the topics will be overlapping with each other.
Another limitation of LDA is that it does not automatically construct a list of
stopwords. If required, the list of the stopwords should be provided by themodel
developer/user.

Each of the models discussed in this section has its own strengths. For
example, while LDA is better in learning descriptive topics, LSA is better in
creating a semantic representation of documents in a corpus (Stevens et al.
2012). That is why there are several variants of these models specially LDA
model for topic modeling and related tasks have been proposed over the
years. Jelodar et al. (Jelodar et al. 2017) have provided a detailed survey of
various LDA based topic models and their applications.

Challenges to Hindi Topic Modeling

Hindi, one of the two official languages of India, is the fourth most-spoken
language in the world after Mandarin, Spanish and English3. Hindi is written
using Devanagari script. The most basic unit of writing Hindi is Akshara, which
can be a combination of consonants and vowels of the language. Words are
made of aksharas. Words can also be constructed from other words using
grammatical constructs called Sandhi and Samaas. Though Hindi is
a syntactically rich language, it has certain inherent characteristics that make
the computer-based processing of the documents in this language, from the
information retrieval point of view, a very difficult task. In this section, we are
presenting some of these challenges.

1. No Capitalization: Some of the text-mining tasks require to identify the
names of locations, persons and other proper nouns in an efficient way.
Identification of proper nouns is done by special NLP modules called named
entity recognizers, which typically exploit the fact that proper nouns in many
languages including English are usually started with capital letters. However, the
Hindi language does not use the capitalization feature to distinguish proper
nouns to other word forms such as common nouns, verbs or adjectives. For
example, the Hindi proper name “ममता” (pronounced as Mamta, means affec-
tion) can be used in a sentence as a first name, or as a common nounwithout any
change in the aksharas.
2. Lack of uniformity in writing styles: The lack of standardization of spellings
of the Hindi words leads to the generation of variants of the same word that are
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spelled differently but still refers to the same word with the same meaning,
creating a many-to-one ambiguity. In Hindi grammar, there is a rule called
panchmakshar (fifth letter) that states that if the fifth letter of a class of con-
sonants precedes any of the four remaining letters of the same class, theAnuswar
(the dot above a letter) can be used in place of that fifth letter. For example, the
word Anand (means happiness but it can be the name of a person also) can be
spelled asआनंद orआनन्द. Also, it is not uncommon to see the wrong spellings of
most frequent words, for example the word “हूँ (pronounced as hoon, means
am)” is wrongly written as “हू”ं. Also, another language Urdu which uses Nukta
(dot below letters) has a lot of influence on Hindi which causes variations in
spellings of words. For example, “कागज़” (pronounced as kagaj, meaning paper,
written with one nukta below the third letter) is also spelled as “कागज” (written
without nukta) or “काग़ज़” (with two nuktas).

3. Expressions withmultiple words: It is very common in the Hindi language to
use a word (or words with similar meaning) consecutively twice in the same
sentence. For example, the word कौन (who) is used asकौन-कौन in a plural sense,
धीरे (slow) is used as धीरे-धीरे to emphasize low speed, बहतु (many) सारे (all) are
combined as बहुत सारे (so many). This type of usage of words can be crucial in
the tokenization process, or it can even negatively affect the performance of
cross-language NLP applications where translation from one language to
another language is needed.

4. Vaalaa morpheme constructs: The “वाला (vaalaa)” Hindi morpheme is
frequently used in Hindi as a suffix to construct new words or to modify the
verbs in a sentence. It can take different forms according to gender and
number form of the base noun. For example, if we add “vaalaa suffix to the
word चाय (pronounced as chai, means tea), a new word चायवाला (pronounced
as chaiwala, means male tea seller) will be formed. However, if we add “vaali”
suffix to the word घर (pronounced as ghar, means house), a new word घरवाली
(pronounced as gharwali, means wife) will be formed. This can make the
automatic word sense disambiguation task more complex.

5. Lack of NLP resources and tools: Unlike English, there is a scarcity of
language processing software tools in the Hindi language. Even as commonly
used software as MS excel does not provide enough support to the Hindi
language. Some versions of MS excel do not provide CSV UTF-8 format that
makes storage of Hindi texts a difficult task. Also, different software uses
different encodings for Hindi characters or words. It means that some words
may be represented in more than one way, depending on the presence or
absence of ZWJ or ZWNJ (Zero Width Joiner or Zero Width Non-Joiner).
This causes errors in processing the text by the codes or software. For example,
if we have stored Hindi stopwords in a CSV file created using notepad, due to
different encodings these stopwords are not identified by the python code due
to different encoding of the same word in the CSV file and Python library.
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Most of the packages of popular programming languages such as python or
R or Java do not support linguistic operations related to Hindi.

Tools and Datasets for Topic Modeling

There are several tools available for topic modeling. Some of them are very
easy to use as they have graphical interfaces. Even a nonprogrammer can use
them. However, the use of programming language gives more flexibility and
power in doing topic modeling. For example, many of the tools with GUI/
CLI may not support documents from languages other than English. So,
anyone who wants to do topic modeling for other languages may need to use
programming languages. Most of the major programming languages like
Python, R and Java provide libraries/ classes to support topic modeling. In
fact, most of these tools have been developed by using Python and Java. In
this section, we are providing a brief introduction to some of these tools.

Mallet (MAchine Learning for LanguagE Toolkit)

MALLET is a Java-based package for statistical natural language processing,
document classification, clustering, topic modeling, information extraction, and
other machine learning applications to text (McCallum 2002). As Mallet is
a java-based application, it can be either used as a standalone application, or it
can be deployed as the part of a larger application. An easy to use GUI
implementation of Mallet tool is available at GitHub4. Figure 2 shows the initial
screen of the Mallet GUI which asks for locations of input directory (where text
dataset is stored) and output directory (where output in mallet file format, csv
format and html format) will be stored. The user can decide the number of
topics as an output parameter (the default value is 10). Mallet also provides a
mechanism to change the parameters through the optional settings button. As
seen in Figure 2, there is a default regular expression to tokenize the English
texts. For documents in other texts, users need to provide required regular
expression to avoid incorrect output. Similarly, the user can set other
parameters.

Stanford Topic Modeling Toolbox

Stanford Topic Modeling Toolbox5 is a topic model tool developed at Stanford
NLP group by Daniel Ramage and Evan Rosen (Ramage et al. 2009). This tool is
developed using Scala and requires scripts written in Scala to run the topic
models. Its graphical interface allows to import text data, manipulate the
imported data using Scala Scripts and find useful information such as word
usage across topics. Figure 3 shows the GUI of this tool. Though it is still in use,
Stanford NLP group no longer updates and supports this tool. This makes this
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tool less attractive. That is why we have also not used this tool in our
experiments.

jLDADMM and STTM

jLDADMM is java implementation of the Latent Dirichlet Allocation topic
model and the one-topic-per-document Dirichlet Multinomial Mixture model
(i.e. a mixture of unigrams), using collapsed Gibbs sampling. jLDADMM
supplies a document clustering evaluation to compare topic models, using two
commonmetrics of Purity and normalized mutual information (NMI) (Nguyen
2018). jLDADMM is freely available and can be downloaded fromGitHub6. The
downloaded package contains jLDADMM tool as a .jar file, which can be run
from the command line. This command line-based tool provides options for

Figure 2. Mallet topic modeling tool.

Figure 3. Stanford topic modeling toolbox.
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several parameters such as the name of the model (LDA or DMM), location of
the corpus, number of topics, number of words per topic, number of iterations
and so on. Many of these parameters have default values. Each line of the input
text file is considered as one document. Figure 4 shows the output of jLDADMM
for LDAmodel on the sample corpus provided with the tool itself. After running
2000 iterations (default), it produces an output that contains 15 topics, each
topic containing default 20 words. However, this model does not support
languages like Hindi.

STTM (Short Text Topic Modeling) is also a Java-based topic modeling tool. It
implements LDA topic model in addition to many short text topic models such as
Dirichlet Multinomial Mixture, BiTerm Topic Model and other models (Qiang
et al. 2018). They have used LF-DMM and LF-LDA model from the jLDADMM
tool itself. STTM is available to download from the website7. This tool provides six
datasets namely SearchSnippets, StackOverflow, Biomedical, Tweet, GoogleNews
and Pascal_Flickr. This tool also provides methods to compare and evaluate topic
models by computing metrics like coherence, purity, and NMI.

HLTA

HLTA (Hierarchical Latent Tree Analysis) tool is a Java implementation of the
hierarchical topic detection algorithm (Chen et al. 2016). HLTA takes text files (.
txt and pdf) as input and converts them to bag-of-words representation. Then,
a model is built from the bag-of-words representation using hierarchical latent
tree model. The leaves of the output of themodel represent the presence/absence
of words in a document. The internal nodes of the tree are binary latent
variables, with those at the lowest latent level representing word co-occurrence

Figure 4. The sample output of jLDADMM.
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patterns and those at higher levels representing co-occurrence of patterns at the
level below. Figure 5 shows a sample output of the HLTA tool on the rural.txt file
(part of nltk package in Python). HLTA tool is available to download from
GitHub8.

Python Libraries

Python is a hugely popular programming language. It provides several libraries
that help in performing NLP tasks such as document summarization and topic
modeling. The most widely used python package for topic modeling is Genism9.
It provides implementations of major topic algorithms such as LSI, LDA,
Random Projections, Hierarchical Dirichlet Process (HDP), word2vec deep
learning, etc(Rehurek and Sojka 2010). Implementations of all the models in
this package are independent of memory size, which allows it to handle even
large size text corpora. The second relevant library for Topic modeling from
Python is Bigartm library10 which is based on a technique called Additive
Regularization of topic models (ARTM) (Vorontsov and Potapenko 2014).
Bigartm allows to develop, train and test various models like PLSA and
ARTM. It also implements several quality measures of topic models like matrix
sparsity, perplexity, topic mass, coherence, etc. There are some other packages in
python, which though do not provide topic modeling functions but provide
supplementary functions of topic modeling. These packages include nltk,
NumPy, Panda, Udpipe, Polyglot, Sklearn, Bokeh and Matplotlib.

Figure 5. Sample output of HLTA on a text document.
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R Packages

Like Python, R is also a very popular programming language especially for data
analysis and visualization. Many of the popular topic models have been imple-
mented in both R and Python. Here, we will mention the names of some
packages in R that help in topic modeling or related tasks. The textMineR11

package provides a wrapper for several topic modeling algorithms including
LSA, LDA, and Correlated Topic Models (CTM). In addition, textMineR has
utility functions for topic models including R-squared for probabilistic topic
models, probabilistic coherence and topic labeling. Udpipe is another useful
R package (implemented in Python also) that does tokenization, parts of speech
tagging, lemmatization and dependency parsing of raw text. This package
provides direct access to language models trained on more than 50 languages
including Hindi. This helps to prepare data for topic modeling in other non-
English languages too. Another package in R named Topicmodels12 provides
interface to C implementations of LDA and CTM. It also provides methods to
calculate the perplexity and log-likelihood of the models. The lda13 package in
R implements LDA and related models such as sLDA, corrLDA and the mixed-
membership stochastic block model.

Topic Modeling in Hindi

In this section, we will describe the implementation of topic modeling
algorithms discussed in the previous sections, but on Hindi texts only.
Though the mathematical details of each topic modeling algorithm vary,
the overall modeling implementation, evaluation, and implementation follow
the sequence of steps discussed below.

Input: A set of raw text documents
Output: List of topics with the probability distribution of terms in each topic
Step1: Read the raw documents and remove unnecessary words
Step2: Tokenize the texts of the documents
Step 3: Preprocess the tokens (removal of stop words, punctuation marks,
numbers, lemmatization)
Step4: Create a document-term matrix
Step5: Apply topic modeling algorithm
Step6: Evaluate modeling algorithm
Step7: Visualization of results

Data Collection and Preparation

To conduct the research discussed in this article, we adopted the dataset
provided at the GitHub website14. This dataset contains news articles scraped
from the websites of two Hindi newspapers named Amar Ujala and Navbharat
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Times. This dataset of approximately 38MB size contains articles related to
business, education, entertainment, fashion, lifestyle, spirituality, technology,
astrology, and sports. The original dataset consists of more than 3 million
words distributed over 15 text files. Each text file contains several articles related
to a specific field only. We divided this dataset into 10,400 documents. The
statistics of the dataset is shown in Figure 6. On average, each document
contains 1144 words. Most of the Hindi newspapers and magazines use several
English words with Devanagari script. For example, many of the newspapers use
the word “फिल्म (film)” instead of the Hindi word “chalachitra.” In fact, the use
of such words is so popular that the plural forms of these words are not simple
transliterations of the original English words in Devanagari script. Rather, these
words are pluralized in the way plural form of a Hindi word is derived. For
example, the word “films” is not written as “फिल्मस्”; rather they are written as
“फिलमंे्” or “फ़िल्मों”. For the purpose of topic modeling, we did not translate
these English words in Hindi in Devanagari Scripts as the changes may affect the
outcome of the topic modeling. As some frequently occurring words such as “हैं
(are)”, “है (is)”,” था (was)” do not contribute in determining the topic in the
documents, we have removed these words from the dataset. These words are
called stopwords and they are insignificant in computation of topics in the
documents. For languages like English, there are many standard sets of stop-
words. In fact, many of the packages in the modern programming languages
such as Python and R have lists of in-built stopwords, which can be used for
major text processing tasks. However, there is no such standard set for Hindi
Language. Through Google search, we found few lists of stopwords in Hindi.
However, these lists were either insufficient or contained several words with
wrong spellings. Therefore, we prepared our own list of stopwords containing
about 1000 words. As discussed in Section 3, people use different spellings of the

Figure 6. Statistics of the dataset for topic modeling.
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same words in Hindi language (e.g. “चाहिए” and “चाहिय”े both pronounced as
“Chahiye,” means should or want). Therefore, we have added all possible, but
correct and acceptable, spellings of these words in the list of stopwords. Due to
unavailability of efficient stemmer for Hindi language, we had to include all
inflectional and derivational forms of a stop word in the list (e.g., डालना, डालनी,
डालन,े डालता, डालती, डालते). As numbers and digits do not contribute much in
topic modeling, we removed all the numeric entities from the datasets. We also
noted the presence of English words in the dataset through their frequencies
were very low. We removed all such words from the datasets.

Experiment for Hindi Topic Modeling

Once the unnecessary words were removed from the dataset, we lemmatized the
documents using nltk package of Python. In fact, we implemented all the
modeling algorithms discussed in this article using Python libraries such nltk,
NumPy, Pandas, Genism, Sklearn, Bokeh and Matplotlib. Then, we created
a dictionary from the document collection using genism package. The dictionary
created is nothing but a collection of unique terms in the document collection.
This dictionary was then used to create a document-term matrix. This docu-
ment-term matrix is used by each of the models discussed in this article. For all
kinds of topic models, we need to provide the number of topics and number of
words in each topic as an input to modeling algorithm. We will present the
results of each topic model for 15 topics with each topic consisting of 10 words.
For such a large dataset, 15 topics are not enough. But considering the limita-
tions of space in representing the optimal results, we are representing the results
of each model with 15 topics only. Later, we will determine the optimal number
of topics based on something called coherence.

Results

The result of a topic modeling algorithm is traditionally represented as a list of
topics. Each topic consists of a number of words. Eachword in a topic is assigned
some number that indicates statistical significance of that word in the topic.
Depending on the topic model used, this number may indicate either probability
distribution or some other semantic similarity of the word in the topic. For LSI
model, we will represent the result in the traditional way, that is, each topic will
consist of words and some number will be associated with each number. Though
each model computes the statistical distributions, for the remaining two models
we will drop the numbers representing distributions to make results more
presentable and meaningful to the reader. There are other alternatives packages
(e.g. Sklearn) in python for topicmodeling, we used genism package of Python to
run the models because it is one of the most widely used packages for the topic
and vector spacemodeling tasks. Also, genism package has specific classes on LSI
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and LDA models which can be used directly and thus eliminating the need for
implementation of the models from scratch. Besides, this package has classes to
compute the coherence score of the models.

LSI Model
As shown in Figure 7, LSI produces 15 topics numbered 0–14 with each topic
containing 10 words. Though numbers are not easy to interpret, by seeing
the words in each topic, a human can make an easy guess about the topic.
For example, topic 1 is about movies, topic 4 is about astrology, and topic 8 is
about education.

LDA Model
As discussed earlier, in order to make the representation of topics more under-
standable to readers, we have presented the result of LDA topic model without

Figure 7. Output of LSI model.

Figure 8. Output of LDA model.

APPLIED ARTIFICIAL INTELLIGENCE 993



statistical information of each word in a topic. As we can see from the Figure 8,
topic#01 is about technology, topic#04 is about lifestyle and topic#08 is about
entertainment.

NMF Model
As genism package does not support the NMF topic model, we used sklearn
package in Python to run this topic model. As shown in Figure 9, NMF model
selects 15 topics, each comprising of 10 words. Topic 0 is about businesses, topic
6 is about education and topic 12 is about fashion and lifestyle.

Topic Modeling Using Mallet Tool
Finally, we are presenting the result of the topic modeling using Mallet tool.
We are including the results of this tool to demonstrate the use of this tool on
Hindi topic modeling for those users who do not prefer to write codes. The
default regular expression of the Mallet tool will not support Hindi topic
modeling. We used regular expression “[\p{L}\p{M}]+” for tokenizing the
Hindi texts in the Mallet tool. Figure 10 shows the output of the Mallet tool.
As seen from the result topic 0 is about entertainment, topic 4 is about sports
and topic 8 is about technology.

Figure 9. Output of NMF model.

994 S. K. RAY ET AL.



Visualization and Evaluation of Topic Modeling

In this section, we will discuss the methods to visualize the results of topic
modeling. We will also present some interesting aspects of the results. Then
we will evaluate the results of topic modeling through metrics like perplexity
and coherence.

Topic Visualization

As it is evident from the results in the previous section, the output of a topic
model is not easily interpretable to users. In order to help the common users
to interpret the results of topic modeling in a better way, visualization of
results is a good option. As discussed in section 1, a document may consist of
more than one topic. However, usually one topic is dominant in that docu-
ment. The user may be interested in knowing what topic is dominant in the
specific document. For example, we applied the LDA topic model on
a document containing information related to the business world. Figure
11 shows the results of topic modeling on the document
AmarUjala_business.txt. It is clear from the result that though there are
multiple topics contained in this document, the most prominent is related
to finance (tax, bank, company, etc). The contribution of finance in this topic
is about 75%.

In social media, users may be interested in a set of tweets discussing a specific
topic that is trending. This can be modeled as a topic modeling problem. Each
tweet can be treated as a document and the trend as a topic. Then we can find out
what are the tweets discussing a specific trend. In the context of topic modeling,
this has been illustrated in Figure 12. Figure 12 shows the documents containing
the most dominant topic in the previous result (from Figure 11). Numbers in the
bracket indicates the number of words from a document contributing to the
specific topic.

Figure 10. Output of mallet tool.

APPLIED ARTIFICIAL INTELLIGENCE 995



Figure 11. Dominant topic in a document.

Figure 12. List of documents containing a specific topic.
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The plain output of the topic models contains only the list of the topics and
words in it. Word clouds are a good way to display the significance of each word
in a given topic. The size of the word in the cloud is proportional to the
significance of the word in the topic. However, word clouds are effective only
when we have a limited number of topics. One way to visualize the topic
modeling is to plot document-topic distribution chart and word-topic distribu-
tion chart as shown in Figures 13 and 14. To plot the document-topic distribu-
tion chart and word-topic distribution chart, the extremely high dimensional
but sparse tf-idf matrix (where the number of features is equal to the number of

Figure 13. Document-topic distribution chart.

Figure 14. Term-topic distribution chart.
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unique terms in the data collection) is first reduced to a matrix with two features
(named as X and Y) without loss of any information.We can see that documents
closer on the plot are indeed semantically closer to each other. We used bokeh
package to produce these graphs. Bokeh package generates the output with
facility to pan through the output, select a portion of the graph and zoom it,
reset the graph, and save the output as PNG image. The chart on the right side in
Figure 13 shows the zoomed output of the selected portion of the chart on the

Figure 15. Interactive visualization of LDA model.
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left side. Similar chart and its zoom version for term topic distribution are shown
in Figure 14.

A better alternative is to produce an interactive visual diagram. We used
pyLDAVis package to produce an interactive visual diagram for the LDA
model (Figure 15). This package produces an interactive chart in which topics
are shown on the left side while words in the topic are shown on the right side.
These visual charts give many useful insights into the topics. Each topic is
represented by a bubble. The size of the bubble indicates the relevance of the
topic represented by it. Larger the size of the bubble, larger is the relevance of the
topic in the corpus. Also, topics closer on the plot aremore similar than the topics
which are farther from them. The interactive plot allows to select any bubble.
Alternatively, a topic can be selected by entering the topic number at the textbox
provided at the top of the plot. When we select a topic, we can see the most
representative words for the selected topic (shown in red color at the bottom of
the Figure 15). User can adjust the weight of each property using the slider (by
changing the value of λ). Here λ is a weight parameter that decides the relevance
of a word in a topic (Chuang,Manning, andHeer 2012; Sievert and Shirley 2014).
This provides user certain flexibility to define his own topic.

Evaluation

In this subsection, we shall discuss the evaluation of topic model algorithms.
There are many approaches to evaluate Topic models. Though none of them
can match the accuracy of human-in-the-loop approach of evaluation of
model (Chang et al. 2009), we need to try theoretical evaluation models as
human evaluation has certain limitations in terms of time and complexity. In
this section, we will use two most-used methods for topic evaluation of topic
models: perplexity and coherence. However, before discussing these two
metrics of evaluation, we will decide what will be the optimal number of
the topics for our datasets. This is a crucial aspect as computations of both
metrics need the number of topics in advance. Therefore, we experimented to
find the relation between the number of topics and coherence and to find the
optimal number of topics for the maximum coherence. We have calculated
the coherence score (CV) for LDA and LSI models using the number of
topics as the changing parameter. We changed the number of topics from 1
to 200 and calculated coherence for each number. In Figure 16, the graph
labeled as “C” represents results for LDA model and that labeled as “O”
represents LSI. From the figure, we can see that if we select 15 topics for our
dataset, it will produce the maximum coherence for both models. Therefore,
for the computation of both evaluation metrics, perplexity and coherence, we
have used 15 as the number of topics parameters for all the functions.
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Perplexity
The perplexity of a language model tries to find how effectively a trained
model handles an unknown dataset. To compute the perplexity of a language
model, the dataset is divided into a training set and a test set. Then the log-
likelihood of the unseen documents is calculated using Equation (1)

LðwÞ ¼
X

d
log2p wdjϕ; αð Þ (1)

where wd is a set of unseen documents, Φ is a set of topics and α is
a hyperparameter for the topic distribution of documents. The higher value
of loglikelihood indicates that the language model is better. Perplexity is
calculated using Equation (2)

Perplexity wð Þ¼2
�L wð Þ

count of tokens (2)

Perplexity is the generative probability of the evaluation document. The lower
the value of the perplexity, the better is model. The perplexity is calculated on
completely unseen documents. To calculate perplexity, we used a different
dataset downloaded from the Internet15. It consists of text related to automobiles,
entertainment, lifestyle, sports, and technology collected from news websites
Jagran, NDTV, Hindustan, Navbharat, Ptraika and Sanjeevni. We took the first
10,000words of each file as a test dataset to calculate the perplexity of themodels.
Though both sklearn and gensim have implemented methods to compute per-
plexity, we used genism package to calculate the perplexity of LDA model. We
used log_perplexity method from the package genism which returns per-word
likelihood bound, using a chunk of documents. This value can be used to
calculate the perplexity of the model. The result of our evaluation of LDA

Figure 16. Coherence of LSI and LDA models.
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model is shown in Table 1. As seen in the Table 1, the perplexity of the datasets in
our experiment ranged between 420 and 1260. To see the things in the proper
perspective, we will cite some results on English datasets. In their experiment on
the evaluation of topicmodeling on news andblog data, Newman et al (Newman,
Bonilla, and Buntine 2011) calculated perplexity using LDA model. Depending
on the type of the document (baseball, drama, health and legal), the perplexity in
their experiment ranged between 5000 and 10,000. Similarly, in the research
made by Gildea and Hofmann (Gildea and Hofmann 1999), the perplexity of
topicmodel was 829.1 onTDT-1 corpus and 621.1 onWall Street journal dataset.
It shows that perplexity of the LDA model on Hindi dataset is fairly good.

The perplexity of PLSA/ NMF model can be calculated using bigartm
package. However, as perplexity is considered a poor indicator of the quality
of the topics (Newman et al. 2010), we are not calculating the perplexity of
the other models.

Coherence
Another commonly used method for evaluation of the topic model is coher-
ence. A set of facts or statements are said to be coherent if they support each
other. However, it is not easy to quantify the coherence of a fact (Luc. and
Hartmann 2003). One way to quantify the coherence of a topic is to measure
the degree of semantic similarity between its high scoring words. To compute
the coherence of a topic model, the top n-frequently occurring words in each
topic are selected. Then, pairwise scores for each of the words selected above
are calculated. These all pairwise scores are then aggregated to calculate the
final coherence score for a given topic as shown in Equation (3).

Coherence ¼
X
i< j

score wi;wj
� �

(3)

There are many coherence measures discussed in the literature. For example,
Newman et al. (Newman et al. 2010) proposed an automatic coherence
measure called UCI measure (or CV measure) to rate topics for their under-
standability. This coherence measure treats words as facts and restricts to be
always based on comparing word pairs. Some other researchers also pro-
posed to measure topic coherence on the basis of word statistics (Stevens
et al. 2012; Lau, Newman, and Baldwin 2014; Mimno et al. 2011). However,
in order to evaluate topic models for Hindi documents, we used the CV and

Table 1. Perplexity of LDA model.
Text per-word likelihood bound (w) Perplexity (2^-w)

Auto_text_final −9.393 672.314
Entertainment_text_final −9.459 703.609
Lifestyle_text_final −10.299 1260.303
Sports_text_final −8.715 420.19
Tech_text_final −9.655 806.236
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UMass measures, respectively the best measure and the fastest in the litera-
ture (Röder, Both, and Hinneburg 2015). The CV measure is an extrinsic
measure that relies on external sources such as Wikipedia. The CV measure
calculates Pointwise Mutual Information (PMI) using Equation (4)

PMI wi; wj
� � ¼ log

P wi; wj
� �þ ε

P wið ÞP wj
� � (4)

where P(wi) is the probability of finding the word wi in a random document
of the trained model, P(wi, wj) is the probability of finding both words wi and
wj in a random document of the trained model. The CV measure then
combines PMI with indirect cosine measure and a Boolean slide window
over some external corpus (such as Wikipedia) to produce coherence score.
The UMass measure is an intrinsic coherence measure developed by Mimno
et al. (Mimno et al. 2011) that relies only upon word co-occurrence statistics
gathered from the corpus being modeled and does not depend on an external
reference corpus. If we assume D(v) be the number of documents containing
words v and D(v, v′) be the number of documents containing both words
v and v, then UMass score is computed using the Equation (5)

C t;Vtð Þ ¼
XM
m¼2

Xm�1

l¼1

log
D v tð Þ

m ; v tð Þ
l

� �
þ 1

D V tð Þ
l

� � (5)

where V(t) = (v1
(t), …, vM

(t)) is a list of the M most probable words in topic t.
A smoothing count of 1 is included to avoid taking the logarithm of zero. As
the pairwise score used by the UMass measure is not symmetric, the order of
the words in the topic is significant. We used the coherencemodel class of
genism package to compute the coherence scores for LSI, LDA and NMF
model. However, instead of computing the coherence score for each topic in
the corpus, we have computed the coherence score averaged over all the
topics. The result of coherence for these models is shown in Table 2. As we
can see that the NMF model is producing better coherence for datasets in
Hindi followed by LDA and LSI. Other researchers have computed the
coherence score for topic models. But most of the evaluations reported in
the literature is on one model only. Here we will compare our results with the
results of Stevens et al (Stevens et al. 2012) because they have computed the
coherence for all the three models discussed in this article. They calculated

Table 2. Coherence of topic models.
Model Coherence (CV) Coherence (Umass)

LSI 0.48500212319154484 −4.118163394061179
LDA 0.6627575907691058 −2.8087249703284565
NMF 0.7975828206735476 −1.6282018183805842
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the coherence using CV (UCI) and UMass with the number of topics ranging
from 1 to 500. In the topic modeling experiment conducted by them on
English dataset (92,600 New York Times articles from 2003), the perfor-
mance of each of these three models (values and order of performance) is
same as that of ours. For example, the coherence score (Umass) of all the
models in their experiment varied between an approximate range of −1 to −3.
Also, NMF model performed little better than LDA model which was better
than LSI.

Conclusion and Future Scope

Topic Modeling has been studied for more than two decades, but it is gaining
more popularity with the increase of online activity of academic, business and
common people. People are getting interested in hearing what is happening in
the field of their interest. Topic modeling is the right technique to provide users
about the happenings in their field of interest. In this article, we have discussed
the fundamentals and applications of major topic modeling algorithms.
A researcher in any field requires tools and techniques to implement his/her
ideas. In this article, we discussed various programming language libraries and
tools that can be helpful to researchers in the field of topic modeling.

Hindi being one the major languages of the world deserves more research on
NLP tasks such as topic modeling. However, there is a serious shortage of
software and tools to support research in topic modeling in Hindi. Most of the
software available today do not provide supports to NLP tasks in Hindi. In this
article, we have implemented the three major topic models using Python
libraries. We have attempted to create resources for topic modeling in Hindi.
But there is still a lot of scope for improvement. For example, when creating a list
of stopwords, we had to store all the derivational and inflectional forms of the
stopwords. Availability of efficient stemmer and lemmatizer can make this task
easier. We have evaluated the performance of topic modeling algorithms
through metrics such as perplexity and coherence. We have also used Python
libraries to present results of topic models in a more efficient way.

Notes

1. https://www.statista.com/statistics/617136/digital-population-worldwide/, accessed on
17 February 2019.

2. http://lsa.colorado.edu.
3. https://www.babbel.com/en/magazine/the-10-most-spoken-languages-in-the-world/,

accessed on 17 February 2019.
4. https://github.com/senderle/topic-modeling-tool.
5. https://nlp.stanford.edu/software/tmt/tmt-0.4/.
6. https://github.com/datquocnguyen/jLDADMM.
7. https://github.com/qiang2100/STTM.
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8. https://github.com/kmpoon/hlta.
9. https://pypi.org/project/gensim/.
10. http://docs.bigartm.org/en/stable/intro.html.
11. https://cran.r-project.org/web/packages/textmineR/index.html.
12. https://cran.r-project.org/web/packages/topicmodels/index.html.
13. https://cran.r-project.org/web/packages/lda/index.html.
14. newspapers data from https://github.com/singhya/TopicModels/tree/master/

DataCollection.
15. https://www.kaggle.com/pk13055/code-mixed-hindienglish-dataset.
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