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ABSTRACT 
 

Identification and Classification of truculent tweets is a serious problem. Studies have shown how 
truculent tweets on Twitter have caused anxiety and in extreme cases death of victims. Various 
researches have applied Machine Learning approaches while others Deep Learning in classifying 
toxic sentences. Impressive results have been obtained using Deep Learning approaches, the focus 
of the research is to develop an extended model for deep learning classification using cyber tweets. 
The Model developed in this research work used labelled dataset (twitter_parsed_dataset.csv), 
Maximum Entropy was used to extract keywords and entities. One-Dimensional Convolutional 
Neural Network (1d-CNN) was used to detect truculent in tweets. The experimental result from the 
developed model consider four preprocess datasets for classification, the Unigram, Bigram,  
Trigram and N-gram. The result that was obtained for Accuracy 96.1%, Precision 93.6%, Recall 
73.7% and F1-Score 83.8% for different test during classification. The result obtained from                
the developed model for accuracy, 96.1% was compared with related work Banerjee’s accuracy        
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of 93.97%. The developed model can be used for auto detection of truculent messages in 
cyberspace. 
 

 
Keywords: Cyberspace; truculent; tweets; detection. 
 

1. INTRODUCTION  
 

“The control of cyberbullying and limiting its 
prevalence can lead to many cyberbullying 
detection mechanisms. There are various 
problem that required solution such as language 
dynamic with respect to time, extracting features 
from text and building classifier accordingly 
without semantic for detection of cyberbullying 
and complexity in feature extraction and 
selection phase. According to industrial estimate, 
only about 21% of available data occurred in 
structured format. Furthermore data are 
generated inform of tweets, sound and videos, 
which are highly unstructured in nature. The 
tremendous negative outcome of cyberbullying 
on the mental health of people, most especially, 
children and youths cannot be overemphasized. 
cyberbullying is defined as any violent, 
intentional action conducted by individuals or 
groups, using online channels repeatedly against 
a victim who does not have the potential to react” 
[1]. “Various studies have estimated that 
between to 10% to 40% of internet users are 
victims of cyberbullying. effects of cyberbullying 
can range from temporary anxiety to suicide” 
(Agrawal & Awekar, 2018). 
 
Traditional bullying can be tackled manually 
using various methods – like sensitization of 
citizens about the adverse effect, encouraging 
victims to speak up, and studying the social 
behaviors’ of young-stars. Cyberbullying 
however, will be very difficult to tackle using 
manual methods, because of the volume of 
messages generated (most especially on Social 
Media). The ability of human to communicate 
and share information makes us the most 
advanced specie on the earth. This is where the 
concept of language comes in, and human 
language is the most diverse complex part of us. 
Most data are generated inform of tweets, sound 
and videos, which are highly unstructured in 
nature. In order to produce significant and 
actionable insights from these data, it is 
important to get acquainted with techniques of 
text analysis and natural language processing. 
Natural Language Processing is a part of 
Computer Science and Artificial Intelligence (AI), 
which deals with human languages. NLP is 
divided into two, Natural Language 

Understanding (NLU) and Natural Language 
Generation (NLG). NLU is usually harder than 
NLG because, it takes a lot of time and things to 
understand a particular language.  
 

2. MATERIALS AND METHODS  
 

Social media platforms (SMP) and several other 
online media forums have become platforms for 
online attack, hate speeches and what is 
popularly known and called Cyberbullying. 
Cyberbullying which is the use of internet and 
mobile technologies to bully or attack an 
individual, with a high rise of suicide cases as a 
result of this menace. Despite the research 
efforts put forward to curb this menace, a lot still 
needs to be done as the current systems 
developed are text based or fail the optimization 
test. The application of machine learning to 
cyberbullying cannot be overemphasized; 
however, neural networks have shown better 
performance and achieved better accuracy [1]. 
An extensive literature review was done by Hani 
et al. [2], which categorized existing approaches 
into four classes, namely; Supervised learning, 
Lexicon based, Rule based and mixed initiative 
approaches. SMV and Naïve Bayes are used to 
develop predictive models for cyberbullying 
detection in Supervised Learning approach. 
Sentiment analysis has been used extensively to 
determine cyberbullying contents in social media 
posts. Salawuet al.  [3] in their research paper 
used LSTM with Word2Vec embedding 
technique to create a model trained for 
classification of social media posts to determine 
if the contents contain cyberbullying or 
otherwise. Different DNNs have been proposed 
in different literatures for multi-label text 
classification, such as [4]. 
 
In all of them it is possible to identify the following 
three groups of layers, hereinafter modules; 
Word Embeddings module, Feature Extraction 
module and Classification module. Gargiulo et al. 
[5] consider “this simple but effective paradigm 
applied to two network topologies: Dense and 
CNN-Dense. The Dense network is composed by 
a Word Embbedings (Wes) module, which 
represents the input text, followed by a 
classification module composed by two fully 
connected dense layers, which classify the 
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output. The CNN-Dense network has an 
additional Feature Extraction module composed 
by a 1D Convolutional followed by a max pooling 
layer which acts as feature extractor, sited 
between the WEs and classification modules”. 
Also, [6] proposed “a system that dealt with 
cyberbullying revelation in email application 
using Naive Bayes Classifier Algorithm”. “The 
technique deals with the identification and 
filtering of spam words and the system can be 
modified for cyberbullying revelation in Non-
English applications. Also there is a need for 
scalable and energy-efficient routing, data 
gathering and aggregation protocols in these 
WSN environments in” [7]. “In  developing a 
cyberbullying detection method dependent on 
Convolutional (deep) neural network. The system 
was implemented with Keras on top Tensorflow 
and coded in Python. They suggested that 
regressive training of the system so as to detect 
cyberbullying in real time chats and also the 
detection of cyberbullying in chats containing 
code mix language. The prediction of incoming 
attacks is achieved in a timely manner which 
enables security professionals to install defense 
systems in order to reduce the possibility of such 
attacks in Zero Day attack Prediction” [8]. 

“Against this  background, that various research 
has been carried out with the aim of solving 
detection and preventing such intrusive 
attacks”[9]. “Text Encryption with Advanced 
Encryption Standard (AES) for Near Field 
Communication (NFC) Using Huffman 
Compression in” [10]. The focus of the study is to 
mitigate against intrusion in the levels of 
communication transaction between the card and 
the reader.  Also, Alam et al. [11] analyzed “the 
performance of four ML methods and three 
ensemble methods in cyberbullying detection”. 
“Experimental results derived from these studies 
showed the effectiveness of ML methods of 
cyberbullying detection. Medical image 
enhancement algorithms using deep learning-
based convolutional neural network was discus 
in” [12]. 
 
The method that was adopted in this study can 
be summarized into four phases: Dataset 
reprocessing, Building an application of Deep 
Learning model, Training the model with Train 
dataset and presenting result using Test dataset. 
The Fig. 1 below shows the developed 
framework of our solution methodology to this 
problem. 

 

 
 

Fig. 1. Developed Model for classification of Cyber truculent tweets 
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The dataset collected are labelled data, which 
are unprocessed. The dataset serves as input to 
the developed system and is very important to 
the whole framework as it is from the raw data 
that the predictions can be made. The developed 
solution is majorly divided into three (3) main 
parts which are: Data collection, Sentiment 
Analysis, and Visualization and result. Dataset 
used for this project work is openly available at 
Mendeley website (https://data.mendeley.com). 
The collated dataset 
(twitter_parsed_dataset.csv) contained sixteen 
thousand, eight hundred and forty-eight (16,848) 
tweets, which contains 3 class annotations, 
namely “none”, “racism” and “sexism”. Where 
tweets were annotated “racism” and “sexism”, 
tweets labeled as bullying language (1), contain 
abusive words and hence do meet the bullying or 
truculent speech definition. The tweets 
annotated as “none” contained non-bullying or 
abusive words. The dataset also contains the 
user identification numbers and indicates if the 
tweet is a retweet data or originated. The dataset 
was split up for downstream tasks into 80% for 
training and 20% for testing performance. Table 
1 also goes into more details showing that the 
hate speech class label occupies only 31.74% of 
the entire dataset. the table also points out that 
there was a high level of disagreement on 
whether that tweet was a bullying speech or not, 

compared to other class labels such as none 
bullying language and neither, the annotators 
were more in unison. 
 
The observation with the data set shows that 
there are some level of class imbalance with the 
hate speech class label sample size, the Fig. 2 
shows a bar chart indicating this class 
imbalance. 
 
The second stage is sentiment analysis: After 
collecting the data, the second step was to 
analyze them. For this purpose, the Maximum 
Entropy Classifier algorithm was used to extract 
keywords and entities. The One-Dimensional 
Convolutional Neural Network (1d-CNN) is then 
used to detect truculent speech sentiment 
classification of each review that had been 
collected. Once the data had been analyzed, 
scores would be normalized and then listed with 
the review information which is then written to a 
file. The third stage consist of Visualization of 
data analysis using the Maximum Entropy 
Classifier algorithm, the next step is to present 
the aggregated analyzed sentiment in visual 
components like tables and graphs where 
necessary. This part of the proposed solution is 
very important as it allow the us to compare 
results of this research work with other results in 
this problem domain. 

 

Table 1. Class Label data distribution per class 
 

 
 

 
 

Fig. 2. Bar chart showing class imbalance in the dataset 

0

2000

4000

6000

8000

10000

12000

14000

Non-bullying Speech Bullying Speech

Class Label



 
 
 
 

Olaitan et al.; Adv. Res., vol. 25, no. 2, pp. 113-122, 2024; Article no.AIR.112458 
 
 

 
117 

 

Recurrent neural networks (RNNs) was used to 
process input sequences of arbitrary length via 
the recursive application of a transition function 
on a hidden state vector ℎ𝑡. At each time step t, 
the hidden state ℎ𝑡  is a function of the input 

vector 𝑥𝑡 that the network receives at time t and 

its previous hidden stateℎ𝑡−1. The hidden state 

ℎ𝑡 ∈  𝑅𝑑  can be interpreted as a d - dimensional 
distributed representation of the sequence of 
tokens observed up to time t. commonly, the 
RNN transition function is an affine 
transformation followed by a point-wise 
nonlinearity such as the hyperbolic tangent 
function: 
 

   ℎ𝑡 = 𝑡𝑎𝑛ℎ(𝑊𝑥𝑡 + 𝑈ℎ𝑡−1 + 𝑏)                 (1)  
 
The Long-Short-Term-Memory (LSTM) 
architecture was used to addresses the problem 
of learning long-term dependencies by 
introducing a memory cell that is able to preserve 
state over long periods of time.  
 
The LSTM transition equations are the following 
 

𝑖𝑡 =  𝜎(𝑊(𝑖)𝑥𝑡 +  𝑈(𝑖)ℎ𝑡−1 + 𝑏(𝑖))           (2)             
                                 

𝑓𝑡 =  𝜎(𝑊(𝑓)𝑥𝑡 + 𝑈(𝑓)ℎ𝑡−1 +  𝑏(𝑓))  
 

𝑜𝑡 =  𝜎(𝑊(𝑜)𝑥𝑡 +  𝑈(𝑜)ℎ𝑡−1 +  𝑏(𝑜))        

 

𝑢𝑡 = tanh (𝑊(𝑢)𝑥𝑡 +  𝑈(𝑢)ℎ𝑡−1 +  𝑏(𝑢))  
 
𝑐𝑡 =  (𝑖𝑡  °  𝑢𝑡) + (𝑓𝑡  °  𝑐𝑡−1)      
 
ℎ𝑡 =  𝑜𝑡  ° tanh (𝑐𝑡)  

 
Where: 
 

 𝑥𝑡 is the input at the current time step,  
σ denotes the logistic sigmoid function and 
 ° denotes element-wise multiplication.  

 
The conditional random fields (CRF) defines the 
conditional probability of a set of output values y 
∈ Y given a set of input values x ∈ X to be 
proportional to the product of potential functions 
on cliques of the graph, 
 

𝑝(𝑦|𝑥) =  
1

𝑍𝑥
∏ ∅𝑠𝑠∈𝑆(𝑦,𝑥) (𝑦𝑠, 𝑥𝑠)                        (3)  

 
Where Zx is a normalization factor overall output 
values, S(y, x) is the set of cliques of G, s(ys, xs) 
is the clique potential on clique s. 
 

Afterwards, in the Bi-LSTM-CRF model, a 
softmax over all possible tag sequences                    
yields a probability for the sequence y. The 
prediction of the output sequence is computed 
as follows: 
 

y∗ = argmax y∈Y σ (X, y)                              (4) 
 
Where σ (X, y) is the score function defined as 
follows: 
 

  𝜎(𝑋, 𝑦) =  ∑ 𝐴𝑦.𝑦+1
𝑛
𝑖=0 +  ∑ 𝑃𝑖.𝑦

𝑛
𝑖=0               (5) 

        
The study used Anaconda for simulating the 
developed environment alongside with Jupyter 
Notebook. The tool used for implementing 
scientific analysis was Python in the Anaconda 
environment. The interface of Anaconda                 
and Jupyter Notebook are required for the 
modelling. 
 

3. RESULTS AND DISCUSSION 
 
The dataset contains 16,848 sentences from a 
wide variety of user sources who commented on 
topics of interest for sentiment classification with 
maximum entropy model. The information 
present a sample of the dataset in Fig. 3. 
 
The result of the prediction from the developed 
model is presented in Figs. 4– 5. 
 
The performance of the model with unigram is 
shown. 
 
The result of performance of the model with 
bigram is provided. 
 
The result of performance of the model with 
Ngram is provided. 
 
The result of the Precision, F-Score and Recall is 
given in Table 2. In the Table 2, we pick the best 
results for each of the execution of the model. 
This includes unigram, bigrams, trigrams, and 
ngrams. 
 

The result of the comparison is presented in 
Figs. 6-10. It can be appreciated in the table 
above that our method achieves a                          
better accuracy result on average when 
compared with that of Banerjee et al. the             
result may be influenced by a number of reasons 
which may include the dataset, the 
preprocessing method, and the model used for 
analysis. 
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3.1 Contributions to the Research 
 
This research focus on developing a model that 
is capable of detecting cyberbullying even when 
clever wording, alternate spelling and out of 
vocabulary words were used in tweets while 
improving performance. An ensemble model was 
developed using maximum entropy and 

convolutional neural network. WordNet with 
character unigram, bigram, trigram and n-grams 
known for detection of rare and TF-IDF (Term 
Frequency Inverse Document Frequency) were 
used to create the data representations used in 
training the two baseline classifiers over a 50k 
augmented tweets dataset. 
 

 

 
 

Fig. 3. Tweets Sample dataset 
 

 
 

Fig. 4. Loaded dataset 
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Fig. 5. Result of performance with unigram 
 

 
 

Fig. 6. the performance of the model with bigram 
 

 
 

Fig. 7. performance of the model with Trigram 
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Fig. 8. The performance of the model with ngram 
 

 
 

Fig. 9. The final result of the model 
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Table 2. Result of precision, F - Score and recall for developed model 
 

 
 

 
 

Fig. 10. Bar graph showing comparative accuracy 
 

4. CONCLUSION 
 
The unigram model performed fairly well with 
96.3% accuracy while the bigram model 
performed with accuracy of 93.8%, the trigram 
model however dropped the performance with an 
accuracy of 88.2%, and the ngram improved 
performance with 94.2%. Also with the 
combination of the model and the best gram 
produced an accuracy of 97.9% but on closer 
investigation it was observed that the developed 
model which include a combination of maximum 
entropy and convolutional neural network was 
responsible the performance .The models was 
good while detecting OOV word, alternate 
spelling and clever wording of cyberbullying in 
tweets which satisfies the aim of this research 
work.  Improving on the bullying recall accuracy, 
the develpoedp model performed better                 
than (Banerjee et al, 2019) overall model 
accuracy. 
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